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ABSTRACT

We overview and consider several examples of applications of semiclassical approaches used in semiconductor spintronic device modeling. These include drift-diffusion models, kinetic transport equations and Monte Carlo simulation schemes.

I. INTRODUCTION

Recent advances [1–6] in experimental studies of spin polarized transport in semiconductor structures have moved the state of the art closer to the realization of novel spintronic devices. It is expected [7] that utilization of spin-related phenomena will extend the functionality of conventional devices at the classical level and address fundamental problems of electronics in the quantum limit [1–6]. Different types of semiconductor and hybrid spintronic devices [8–20] have been proposed. Spintronic devices allow control of functionality by spin-orbit and magnetic interactions and can be used as magnetic sensors or programmable logic elements. In comparison with metal-based spintronics, reviewed in [21], utilization of semiconductor structures promises more versatile applications due to ability to adjust potential variation and spin polarization in the device channel by external voltages, device geometry and doping profiles. Moreover, semiconductor spintronic devices will be compatible with conventional circuitry [4]. According to a more skeptic view semiconductor spintronic devices will be limited to several specific applications [22, 23].
In general, transport in semiconductor spintronic devices can be characterized by the creation of a non-equilibrium spin polarization in the device (spin injection), measurement of the final spin state (spin detection), external control of spin dynamics by the electric (gate modulation) or magnetic fields, and uncontrolled spin dynamics leading to loss of information in the device (spin relaxation or spin dissipation). The role of spintronic device modeling has been to evaluate whether spin polarization control is applicable for devices at the present and near-future stages of semiconductor technology, and how can the spin be controlled most efficiently.

Recent experimental advances have demonstrated that the spin polarization can be maintained for up to nanoseconds at room temperature in GaAs\((110)\) quantum wells\([24]\). Efficient gate control for spin relaxation in a similar structure has been reported\([25]\). Coherent injection of polarized spins across material interfaces\([26]\) and coherent transport of spin polarization in homogeneous materials for a distance longer than 100 micrometers\([27]\) have been studied by optical techniques at low temperatures. Pure spin currents without charge transport have been created using two-color laser pumping\([28]\). These results represent a small fraction of the recent experimental achievements\([2]\).

Once injected into a semiconductor, electrons experience spin-dependent interactions with the environment, which cause relaxation. The following spin-dependent interactions can be identified: external magnetic fields, pairwise magnetic interactions of the electrons, spin-orbit interactions, exchange interactions, hyperfine interactions with nuclear spins\([22]\). In many experimental situations the spin-orbit interactions are important. Many spintronic devices utilizing spin-orbit interaction in semiconductor heterostructures for spin control and manipulation\([8, 10, 11, 13–15]\) have been proposed.

There are two main types of spin-orbit interaction in semiconductor heterostructures. The Dresselhaus spin-orbit interaction\([29]\) appears as a result of the asymmetry present in certain crystal lattices, e.g., zinc blende structures. The Rashba spin-orbit interaction\([30]\) arises due to the asymmetry associated with the confinement potential and is of interest because of the ability to electrically control the strength of this interaction. The latter is utilized, for instance, in the seminal spintronic design of an electro-optic modulator proposed by Datta and Das\([8]\).

The Hamiltonian for the Rashba interaction is written\([30]\) as

\[
H_R = \alpha \hbar^{-1} (\sigma_x p_y - \sigma_y p_x),
\]

where \(\alpha\) is the interaction constant, \(\sigma\) is the Pauli-matrix vector corresponding
to the electron spin, and $p$ is the momentum of the electron confined in a two-dimensional geometry. For two-dimensional heterostructures with appropriate growth geometry, the Dresselhaus spin-orbit interaction is of the form [29]

$$H_D = \beta \hbar^{-1} (\sigma_y p_y - \sigma_x p_x),$$

(2)

where $\beta$ is the interaction constant. The prime objective of spintronic device modeling is incorporation of the spin degree of freedom, as well as spin-dependent interactions, into the transport simulation schemes.

The main purpose of this paper is to present different approaches used in modern scientific investigations of spin-related processes in semiconductor structures. Modeling of different level of complexity and accuracy will be surveyed. The hierarchy of theoretical models for spin-polarized transport involves drift-diffusion models, kinetic transport equations, and Monte Carlo simulation schemes. Drift-diffusion approximations allow reasonably simple and transparent description of physical phenomena and are valid within a wide range of experimental parameters, e.g., temperature, field magnitude, etc. Usually the parameters used in drift-diffusion approximations could be obtained from kinetic transport models or by Monte Carlo simulations.

Our paper is organized as follows. In Sec. II we introduce drift-diffusion approximations for spin-polarized transport. Our attention is focused on the two-component drift-diffusion approximations and spin-polarization-vector-based drift-diffusion models. Sec. III is devoted to kinetic transport equations describing spin-polarized transport. Monte Carlo simulation schemes are presented in Sec. IV. Applications of the discussed approaches to spin-polarized transport are given throughout the text. They are based primarily on the works by the authors. Readers interested in a broader overview of semiconductor spintronics should consult the recent comprehensive review article by Žutić et al. [2].

II. DRIFT-DIFFUSION APPROXIMATION

The drift-diffusion approximation does not requires large computational resources and is probably the most simple and straightforward method for spin-involving process modeling. It is possible to classify the existing drift-diffusion schemes for spin polarized transport into two main approaches differently accounting the spin degree of freedom. These are the two-component drift-diffusion model and spin-polarization-vector or density-matrix based approximations. Both models have been successfully used in practical modeling of spin-related phenomena in semiconductors in the last few years [31–43]. General
conditions for the applicability of these approximations are not different from the usual conditions of applicability of drift-diffusion approximations. We will present here only those drift-diffusion approximations neglecting the influence of spin on the electron spatial motion. An example of a drift-diffusion scheme incorporating the latter effect can be found in [42].

A. Two-component model

1. Model description

Within the two-component drift-diffusion model, the electrons in a semiconductor are considered to be of two types, namely, having spins up or down. This is usually applicable on the timescale much larger than the transverse spin dephasing/decoherence time. Such models have been developed first for spin transport in ferromagnetic metals [43, 44], including the effects of doping and electric field [31–33, 45].

Each type of electron is described by the usual set of drift-diffusion equations with additional terms related to sources and relaxation of the electron spin polarization. Usually, the mechanism of the spin relaxation is not specified in such kind of models. All information about the spin relaxation is contained in the single parameter—the electron spin relaxation time $\tau_{sf}$. The set of equations for the spin-up and spin-down electrons has the following form,

$$e \frac{\partial n_{\uparrow}(\mathbf{r},t)}{\partial t} = \text{div} \mathbf{j}_{\uparrow}(\mathbf{r},t) + \frac{e}{2\tau_{sf}} (n_{\downarrow}(\mathbf{r},t) - n_{\uparrow}(\mathbf{r},t)) + S_{\uparrow}(\mathbf{r},t),$$

$$\mathbf{j}_{\uparrow}(\mathbf{r},t) = \sigma_{\uparrow}(\mathbf{r},t) \mathbf{E} + eD \nabla n_{\uparrow}(\mathbf{r},t),$$

$$\text{div} \mathbf{E} = \frac{e}{\varepsilon \varepsilon_0} (N - n),$$

where $-e$ is the electron charge, $n_{\uparrow(\downarrow)}$ is the density of the spin-up (spin-down) electrons, $\mathbf{j}_{\uparrow(\downarrow)}$ is the current density, $S_{\uparrow(\downarrow)}(\mathbf{r},t)$ describes the source of the spin polarization, $\sigma_{\uparrow(\downarrow)} = en_{\uparrow(\downarrow)} \mu$ is the conductivity, $\mu$ is the mobility, connected with the diffusion coefficient $D$ via the Einstein relation $\mu = D e / (k_B T)$, and defined via $\mathbf{v}_{\text{drift}} = \mu \mathbf{E}$, $N$ is the positive background charge density and $n = n_\uparrow + n_\downarrow$ is the charge density, $\varepsilon_0$ is the permittivity of free space, and $\varepsilon$ is the dielectric constant. Equation (3) is the usual continuity relation that takes into account spin relaxation and sources of the spin polarization, Eq. (4) is the expression for
the current which includes the drift and diffusion contributions, and Eq. (5) is
the Poisson equation. It is assumed here that the diffusion coefficient and the
spin relaxation time are equal for spin-up and spin-down electrons.
To separate the equations for the charge and spin degrees of freedom, it is
convenient to introduce the spin polarization density
\[ P = n_\uparrow - n_\downarrow. \]
Then, the following equation for \( P \) in 1D can be obtained from Eqs. (3) and (4),
\[
e \frac{\partial P}{\partial t} = D \Delta P + D \frac{eE}{k_B T} \nabla P + D \frac{e \nabla E}{k_B T} P - \frac{P}{\tau_{sf}} + F(\mathbf{r}, t).
\] (6)
Here \( F(\mathbf{r}, t) = [S_\uparrow - S_\downarrow]/e \) represents a spin polarization density created by the
external source. The spin polarization density is coupled to the charge density
through the electric field. Equation for the electric field can also be found from
the set (3)-(5); for details see [33]. Thus, finding a solution involves two steps:
first, the electric field profile is calculated and, second, Eq. (6) is solved for
the spin polarization density. Moreover, it should be mentioned that in real
calculations the current, rather than the applied voltage, is more convenient as
the external control parameter, because it is constant throughout the electric
circuit that contains the sample. If we use the voltage as the external control
parameter, then it is necessary to take into account voltage drops in different
parts of the circuit, such as, for example, at the Schottky barriers between metal
and semiconductor.

2. Focusing of electron spin polarization by inhomogeneous doping

The two-component drift-diffusion approximation was used in studies of prop-
agation of spin-polarized electrons through a semiconductor region with variable
level of doping (\( n - n^+ \) junction) [33, 34]. The system under investigation and
a selected result are shown in Fig. 1. It is assumed that a localized source of
spin-polarized electrons is located in the low-doped region with the doping level
\( N_1 \). The injection from the source results in a difference in concentrations of
electrons with opposite spin direction. Under influence of the electric field, the
non-equilibrium spin polarization drifts in the direction of the high-doped region
\( N_2 \).

The two-component drift-diffusion model was used in calculations of the elec-
tric field distribution and spin polarization distribution. We have obtained an
interesting result concerning propagation of spin-polarized current through a
boundary between two semiconductor regions with different doping levels. It was
found that the spin polarization density can be condensed and amplified near the
boundary; see Fig. 1(b). The built-in electric field at the boundary accelerates propagation of the spin polarization through the boundary, if spin polarization passes from the low-doped region to high-doped region. Spin amplification occurs past the boundary, within the distance of the order of the depletion layer width. We point out that this mechanism, involving only the doping variation, has the advantage of not requiring a materials interface, thus avoiding additional spin polarization losses.

Propagation of spin-polarized electrons through a boundary between two different semiconductors was also considered [35]. An analytic formula describing the rate of spin accumulation on the boundary was derived. It was shown that
the amplitude of the electron spin polarization at the boundary increases with increase of the doping level and spin relaxation time, and with decrease of the diffusion coefficient of the second semiconductor.

3. **Gate control for spin polarization drag**

The described approach can be applied to device modeling in the case of only two spin states playing a role in device operation [14, 16, 17]. For example, it can be used to study gate modulation of the spin relaxation rate in non-ballistic spin-FET [14]. Such a device utilizes the interference between the Rashba (1) and Dresselhaus (2) interactions in the device channel, that is formed at a semiconductor heterostructure interface. If the coupling coefficients $\alpha$ and $\beta$ are equal, the spin dephasing is suppressed, as described in more detail in the next section. In the leading order of approximation, electrons injected with spin along the $z$-axis remain spin-polarized during their motion along the device channel. If the spin-orbit coefficients are made not equal, then electron spin polarization decreases. This can be controlled by the gate voltage, because both spin-orbit coupling coefficients are dependent on the electric field orthogonal to the device channel. Spin filtering at the drain (using magnetic contact, for example) will modulate current through the device depending on the spin polarization. Transport of spin density along the channel in this case (an electron density is constant) is described by the exponential decay function [37]

$$P(x) = P(0)e^{-x/L_s},$$

with the characteristic spin scattering length

$$L_s = \left(\frac{\mu E}{2D} + \sqrt{\left(\frac{\mu E}{2D}\right)^2 + \left(\frac{2m^*(\alpha - \beta)}{\hbar^2}\right)^2}\right)^{-1}. \quad (8)$$

Using rather sophisticated procedure for calculation of the spin-orbit coupling constants, $\alpha$ and $\beta$, as functions of the gate voltage, it is possible to deduce that modulation of the spin polarization drag can be observed at room temperature in a submicron size device within a reasonable range of the gate voltage [38].
B. Spin polarization vector approach

1. Method

This approach allows accounting for transverse spin dynamics of carriers [37, 39, 40, 42] as an extension of the previously discussed model. Such description is important for systems with small energy gap between the spin-up and spin-down states, when the spin dephasing time is appreciably longer than the time scales of the processes studied. Utilization of coherent spin dynamics opens a way for analogue magnetoelectronic devices [48]. The spin polarization density, $P$, in this case is a vector quantity. It can be obtained from a single-particle spin density matrix,

$$\rho = \begin{pmatrix} \rho_{\uparrow\uparrow} & \rho_{\uparrow\downarrow} \\ \rho_{\downarrow\uparrow} & \rho_{\downarrow\downarrow} \end{pmatrix},$$  \hspace{1cm} (9)$$

where the matrix elements are parameterized by components of the spin polarization vector,$$

\rho_{\uparrow\downarrow} = \frac{1}{2} (1 \pm P_z),

\rho_{\downarrow\uparrow} = \frac{1}{2} (P_x \mp iP_y).$$ \hspace{1cm} (10)

It should be noted that such representation is still a single-electron description. For example, it cannot describe spin entanglement of two electrons. Under assumption that the spin degree of freedom does not affect the spatial motion, it is possible to show that the dynamics of $P$ is described by a vector drift-diffusion equation. In the 1D case, we have

$$\frac{\partial P}{\partial t} + \hat{D} \frac{\partial^2 P}{\partial x^2} + \hat{A} \frac{\partial P}{\partial x} + \hat{C} P = 0.$$ \hspace{1cm} (11)

The coefficients $\hat{D}, \hat{A}, \hat{C}$, in Eq. (11) are 3 by 3 matrices. The symmetry of these coefficients is defined by the properties of specific spin-dependent interactions. In general, all three matrix coefficients cannot be diagonalized simultaneously and equations for the components of spin polarization density vector cannot be decoupled. Equation (11) can be derived by different methods. For example, it was obtained from kinetic transport equations using the moment expansion procedure [37] and from general stochastic principles [40].
2. Short-time approximation

In many applications, it is important to find the space distribution of the spin polarization $P(r,t)$ at an arbitrary moment of time $t$, given the initial spin polarization distribution $P(r,t=0)$. Initial dynamics of spin polarization distribution can be found using the short-time approximation [41]. Within this approximation $P(r,t)$ in 2DEG geometry is given by

$$P(x,y,t) = \int \int G(x-x', y-y', t) P'(x,y), (x',y') \, dy' \, dx',$$

(12)

where $G(x-x', y-y', t)$ is the diffusion Green function (solution of a diffusion equation with a point source), and $P'(x,y), (x',y')$ represents a contribution of the initial spin polarization density at point $(x',y')$ to $P(x,y,t)$. The structure of Eq. (12) can be easily understood. Electron spin polarization density in a space volume with coordinates $(x,y)$ at a selected moment of time $t$ is given by a sum of spin polarization vectors of all electrons located in this volume. The diffusion Green function $G(x-x', y-y', t)$ gives the probability for the electrons to diffuse from the point $(x',y')$ to $(x,y)$, while $P'(x,y), (x',y')$ describes the spin polarization of these electrons.

We note that Eq. (12) governs only the initial spin relaxation dynamics. The main approximation is the assumption that different spin rotations commute with each other, and the spin precession angle $\varphi$ is proportional to the distance between $(x',y')$ and $(x,y)$. This assumption is justified when the spin precession angle per mean free path is small and the time is short. Moreover, it is assumed that evolution of the electron spin degree of freedom is superimposed on the space motion of the charge carriers. In other words, the influence of the spin-orbit interaction on the spatial motion is neglected. If $a$ is the unit vector along the precession axis, then [40]

$$P'(x,y), (x',y') = P + P_\perp (\cos \varphi - 1) + a \times P \sin \varphi,$$

(13)

where $P_\perp = P - a(aP)$ is the component of the spin polarization perpendicular to the precession axis, $\varphi = \eta r$, $\eta$ is the spin precession angle per unit length, $r = (x-x', y-y')$, $r = |r|$. Here $P \equiv P(r,t=0)$. In 2DEG with only Rashba spin-orbit interaction, $a = \hat{z} \times r/r$, and $\hat{z}$ is the unit vector in $z$ direction, perpendicular to 2DEG. The definition of $a$ in a more general case is given in [40]. It should be emphasized that the spin-orbit interaction is the origin of the spin polarization rotations described by Eq. (13). The short-time approximation
was used in the investigation of the spin relaxation dynamics near the edge of 2DEG [41].

3. Anisotropy of spin transport in 2DEG

In some cases the drift-diffusion equations for the spin polarization vector have a rather simple solution. For example, spin dynamics in 2DEG controlled by the spin-orbit interaction, Eqs. (1,2), can be described [37, 40] by Eq. (11). Within the single particle model it is possible to obtain the explicit form of the coefficients \( \hat{D}, \hat{A}, \hat{C}, \)

\[
\hat{D} = \begin{pmatrix}
D & 0 & 0 \\
0 & D & 0 \\
0 & 0 & D \\
\end{pmatrix},
\]

\[
\hat{A} = \begin{pmatrix}
\mu E & 2B_{xz}D & 0 \\
-2B_{xz}D & \mu E & 0 \\
0 & 0 & \mu E \\
\end{pmatrix},
\]

\[
\hat{C} = \begin{pmatrix}
D(B_{xz}^2 + B_{yz}^2) & -\mu E B_{xz} & -B_{yz}B_{yz}D \\
\mu E B_{zz} & D(B_{xz}^2 + B_{yz}^2 + B_{yz}^2) & 0 \\
-B_{yz}B_{yz}D & 0 & DB_{yz}^2 \\
\end{pmatrix},
\]

where \( D \) and \( \mu \) are the diffusion coefficient and the mobility of the carriers; \( B_{ij} \) describes effects of the spin-orbit interaction and is a function of the spin-orbit coupling coefficients \( \alpha \) and \( \beta \). The spin evolution is characterized by the dissipation of the spin polarization due to random motion of carriers and coherent spin precession. The symmetry of the first mechanism is specified by the geometry of the structure, while the latter is determined by the direction of external electric field. The spin dynamics in such a system can be strongly anisotropic [14, 46]. For example, for a quantum well grown in the (001) direction, if spin-orbit coupling constants \( \alpha \) and \( \beta \) are equal the spin dissipation is suppressed for electrons propagating along the (110) direction. For an arbitrary orientation of the electron transport, and \( \alpha = \beta \), the solution for the spin polarization density in an appropriately selected [37] coordinate system can be represented as
\begin{equation}
\begin{align*}
P_x &= P^0_x e^{-\left(\frac{\mu E}{2D} + \sqrt{\left(\frac{\mu E}{2D}\right)^2 + B^{2}_{yz}}\right)x} \cos(B_{xz}x), \\
P_y &= P^0_y e^{-\left(\frac{\mu E}{2D} + \sqrt{\left(\frac{\mu E}{2D}\right)^2 + B^{2}_{yz}}\right)x} \sin(B_{xz}x), \\
P_z &= P^0_z e^{-\frac{\mu E}{2D}x},
\end{align*}
\end{equation}

where the angular dependence is hidden in the coefficients $B_{ij}$. In this case the $z$-component of the spin polarization density is not affected by the spin-orbit interaction, while $x$ and $y$ components experience coherent damped oscillations. The spin precession length, $L_p = 2\pi/B_{xz}$, and the spin dephasing length,

\begin{equation}
L_\perp = \left(\frac{\mu E}{2D} + \sqrt{\left(\frac{\mu E}{2D}\right)^2 + B^{2}_{yz}}\right)^{-1},
\end{equation}

are shown in Fig. 2 for a 10 nm AlGaAs/GaAs/AlGaAs quantum well, as functions of the orientation with respect to the (100) crystallographic direction. For the orthogonal component of the spin polarization density, $P_\perp$, spin dephasing is suppressed if the applied electric field is along the (110) direction. The frequency of the coherent spin precession is maximal in this case. For transport in the (110) direction, spin dephasing is maximal and the frequency of the oscillations is zero. The in-plane electric field in this case affects the spin dephasing mechanism only. Similar dependence of spin dephasing on the electric field has been found in many other applications [31, 45, 47].

III. KINETIC EQUATIONS

For spin-polarized transport, it is possible to derive Boltzmann like kinetic equations by using density matrix approach [49], non-equilibrium Green functions [50, 51] or Wigner functions [37, 52]. All of these approaches allow accounting of additional spin-dependent terms starting from quantum mechanical equations. For example, the Wigner function equation for non-interacting spin polarized electrons in a semiconductor heterostructure can be derived using a single-electron Hamiltonian in the effective mass approximation. For the one subband transport, the Hamiltonian is
FIG. 2: Spin precession length (a), and transverse spin dephasing length (b), for different transport orientations with respect to the (001) crystallographic direction, at room temperature.

\[
H = \frac{\mathbf{p}^2}{2m^*} + V(\mathbf{r}) + H_{SO},
\]

(17)

\[
H_{SO} = \mathbf{pA}\sigma/\hbar,
\]

(18)

where spin-orbit interaction terms, Eqs. (1,2), are written in a dyadic form. Based on Eq. (17), and following the standard transformation to the Wigner function [53],
\[ W_{ss'}(\mathbf{R}, \mathbf{k}, t) = \int \rho(\mathbf{R}, \Delta \mathbf{r}, s, s', t)e^{-i\mathbf{k}\Delta \mathbf{r}} d^2 \Delta \mathbf{r}, \tag{19} \]

and also assuming that the potential, \( V(\mathbf{r}) \), varies slowly and smoothly with coordinates, the transport equation will be \([37, 52]\)

\[ \frac{\partial W}{\partial t} + \frac{1}{2} \left\{ v_j, \frac{\partial W}{\partial x_j} \right\} - \frac{1}{\hbar} \frac{\partial V}{\partial x_j} \frac{\partial W}{\partial k_j} + ik_j [v_j, W] = StW. \tag{20} \]

At the right hand side of Eq. (20) we have included the phenomenological scattering term, \( StW \), responsible for interactions of an electron with phonons and impurities. In the spinor space, the velocity operator components, \( v_i \), and the Wigner function, \( W \), are \( 2 \times 2 \) matrices, while the potential, \( V(\mathbf{r}) \), and the electron wave vector components, \( k_i \), are proportional to the unit matrix. The scattering term can be rather complicated including a mixture of different spin components \([51]\). The matrix equation (20) can be projected to the set of Pauli matrixes plus the unit matrix to obtain four coupled equations \([37, 52]\). Usually, analytical solution of spin polarized transport equations can be found for very simple cases only \([52]\). For transport regime close to equilibrium a solution can be found using an iteration procedure \([49]\) or a moment expansion scheme \([37, 50]\). If the transport regime is far from equilibrium or the electron-electron spin exchange interaction needs to be included, numerical solution schemes \([51, 54]\) have to be utilized.

**IV. MONTE CARLO MODELING**

Monte Carlo device simulation is a widely used method for modeling charge carrier transport in semiconductor structures and devices \([55]\). It is particularly well suited for highlighting the leading physical mechanisms and studying the transport characteristics. Moreover, it can yield an accurate description of electronic devices. With given material properties of the semiconductor, it can account for non-equilibrium phenomena of charge carrier transport in the device channel and provide resolution beyond the drift-diffusion and hydrodynamic models. The step-wise simulation feature of the Monte Carlo approach makes it easier to accommodate different properties of the electron transport and device design in the simulation. However, the model is rather time consuming. Therefore, in device simulation it is used, usually, to extract physical parameters required as the input data for macroscopic drift-diffusion or hydrodynamic models.
The conventional Monte Carlo scheme describes transport of classical particles. In simulation the particles propagate along classical “localized” trajectories with the averaged momentum during the time interval which is the smaller of the scattering time or sampling time. The propagation momentum is set equal to the average value of the momentum of a particle moving with constant acceleration during this time interval. The scattering events are determined by defects, phonons, device geometry, etc., and are instantaneous. The scattering rates are given by the Fermi’s golden rule. Usually, each simulated particle represents many real electrons or holes. The Coulomb interaction between particles can be accounted for within the mean field approximation, by solving the Poisson equation at every sampling time step.

In most of published schemes for spin polarized transport [56–62] the spin dynamics is incorporated into the conventional Monte Carlo approach. If spin-dependent interactions between the particles in the system are small, then each spin can be considered separately driven by an external force or controlled by the spatial motion. In reverse, spin dynamics will also affect the spatial transport characteristics. The later effect is typically small and can be included as a classical force acting on the particles, or even neglected. In simulations, the spin property can be described by a binary up-down parameter, single spin density matrix or spin polarization vector.

A. Physical phenomena simulation

Generally, simulations of spin-related phenomena in semiconductor heterostructures within the standard Monte Carlo approaches require a lot of computational resources. However, there are situations when the knowledge of the result with a high precision is not required. For example, simplified simulation schemes were found to be useful in modeling of physical phenomena. Let us present a Monte Carlo approach based on simplified consideration of the electron spatial motion, with density-matrix approach to the electron spin. This approach was successfully used for studies of spin relaxation in 2DEG with an antidot lattice [61], dynamics of spin relaxation near the edge of the 2DEG [41], control of spin polarization by pulsed magnetic fields [60], and investigation of long-lived spin coherence states [62]. Several examples of application of this approach are given below.
1. Method

A simplified Monte Carlo approach suitable for physical phenomena simulations was introduced in [57]. Within the Monte Carlo simulation algorithm, the space motion of 2DEG electrons is considered to be along classical (linear) trajectories interrupted by the bulk scattering events. The modeling involves spin-independent bulk scattering processes, which could be caused, e.g., by phonon scatterings or impurities. For the sake of simplicity, the scattering due to such events is assumed to be elastic and isotropic, i.e., the magnitude of the electron velocity is conserved in the scattering events, while the final direction of the velocity vector is randomly selected. The time scale of the bulk scattering events can then be fully characterized by a single rate parameter, the momentum relaxation time, $\tau_p$. It is connected to the mean free path by $L_p = v\tau_p$. Here $v$ is the mean electron velocity.

In simulations, the electron spin polarization is conveniently described by the spin polarization vector $\mathbf{P}$. Usually, the spin Hamiltonian consists solely of the spin-orbit terms. It is possible to assume that spin-orbit interactions influence only the spin coordinate, while the reciprocal effect of the spin on the electron spatial motion can be neglected. Phenomenologically, the effect of the spin-orbit couplings can be regarded as an effective magnetic field. In the presence of a magnetic field, the electron spin feels a torque and precesses in the plane perpendicular to the magnetic field direction with an angular frequency. Momentum scattering reorients the direction of the precession axis, making the orientation of the effective magnetic field random and trajectory-dependent, thus leading to an average spin relaxation (dephasing). The quantum mechanical evolution of $\mathbf{P}$ can be conveniently described by the classical equation of motion [57]. In 2DEG with Rashba spin-orbit interaction this effective magnetic field can be conveniently described by a single parameter $\eta$ that is the electron spin precession angle per unit length.

At the initial moment of time the electron coordinates and direction of velocity are randomly generated, while the spin direction is selected according to initial conditions. The main loop of the Monte Carlo simulation algorithm involves the following steps: generation of a time interval between two consecutive scattering events, calculation of the spin dynamics (using the spin polarization vector equation of motion), and random generation of a new direction of the electron velocity after scattering. Consecutive applications of these operations allow finding the electron position and spin direction at any arbitrary moment of time. Normally, the spin polarization is calculated as a function of time and coordinate by averaging over an ensemble of $10^7 \div 10^9$ electrons. The spin relaxation time can be
evaluated by fitting the time dependence to an exponential decay.

2. Relaxation of electron spin polarization in 2DEG with antidot lattice

Long spin relaxation times are desirable for spintronic device operation. Recently, the use of a two-dimensional electron system, for example, 2DEG in an heterostructure, with a lattice of antidots, was proposed for spintronic device engineering [61]. In this model, electrons move semiclassically in a plane containing reflecting disks (antidots) of radius $r$, centered at the sites of a square lattice with lattice spacing $a$, as shown in Fig. 3(a). Lattice of antidots can be formed when, e.g., a periodic array of holes is etched into the top layers of a semiconductor heterostructure by means of conventional fabrication. Based on experimental results, we consider the D’yakonov-Perel’ (DP) mechanism [63] to be the dominant spin relaxation channel. Using a Monte Carlo simulation scheme originally proposed in [57], the electron spin relaxation time due to the DP mechanism was calculated, for different values of spacing between the antidot centers, the antidot radius, and the strength of the spin-orbit interaction. An interesting pattern of dependence of the spin relaxation time on the geometrical parameters of the antidot lattice was discovered. These results are presented below.

Figure 3(b) shows the calculated spin relaxation time as a function of antidot radius for several fixed values of $a$. The behavior of the spin relaxation time can be classified in three different regimes. For small $r$, the dependence is not exponential. Increase of the electron spin relaxation time in this regime is most pronounced for small $a$; see the top curve in Fig. 3(b). Next there follows the regime where the $r$-dependence of the spin relaxation time is approximately exponential, see the straight line fits on Fig. 3(b). This dependence is valid over almost half of the range of change of the antidot radius, approximately for $0.1 < r/a < 0.35$. For larger $r$, we observe transition to non-exponential behavior or possibly to an exponential behavior with different slope.

These results were also compared with the results of a Monte Carlo simulation made with the assumption of “rough” antidots, for which we choose the angle of motion of an electron after scattering from an antidot randomly, in $[-\pi/2, \pi/2]$ from the radial direction. As illustrated in Fig. 3(b), the spin relaxation time is then only slightly longer than the spin relaxation time with the same system parameters for the reflecting antidots and has almost the same dependence on the antidot radius. This increase in the spin relaxation time likely arises from additional randomization of the electron spatial trajectory by “rough” scattering events.
FIG. 3: (a) The antidot lattice. (b) Electron spin relaxation time, $\tau_s$, as a function of the antidot radius, for different spacing between the antidots, with $\eta L_p = 0.2$. The straight lines are the fitted exponentials; $\tau_p$ is the momentum relaxation time. The spin relaxation time has finite values at $r = 0.5a$.

3. Long-living spin coherence states

Traditionally, investigations of electron spin relaxation in two-dimensional semiconductor heterostructures at zero applied electric field have focused either on properties of spatially homogeneous or spatially inhomogeneous spin polarization but with the same direction of the spin polarization vector. In the recent paper [60], the effect of the initial distribution of direction of the spin polarization on spin lifetime for electrons in quantum wells was studied. The system under investigation consists of electrons in 2DEG with specific orientation of the electron spins at initial moment of time. Specifically, the spin dynamics of two initial spin configurations, namely a spin polarization strip and a novel structure—spin coherence standing wave, were studied. In the spin coherence standing wave, the initial direction of spin polarization is a periodic function of coordinate. It was show that such a structure is more robust against relaxation than the electron
spin polarization having the same direction of spin polarization vector.

Let us consider the evolution of non-equilibrium spin polarization in 2DEG with Rashba spin-orbit interaction. The initial direction of the spin polarization in the spin coherence standing wave, see Fig. 4(a), is a periodic function of \( x \) with the components \((-S_0 \sin(2\pi x/a), 0, S_0 \cos(2\pi x/a))\), where \( S_0 \) is the amplitude and \( a \) is the wavelength (period) of the spin coherence standing wave. Monte-Carlo simulation algorithm [57] was used in studies of dynamics of this structure. Fig. 4(b) shows the component and amplitude of the spin coherence standing wave at \( t = 5\tau_p \). It was found [62] that in the central region the amplitude of spin coherence standing wave is a periodic function of \( x \) with minima corresponding to maxima of \( S_x \) and with maxima corresponding to maxima of \( S_z \). We attribute the transition from a constant spin polarization amplitude at \( t = 0 \) to a periodic one at subsequent times to the dependence of the spin relaxation times on the initial direction of the spin polarization vector. It is well known that the spin relaxation time of in-plane spin polarization is two times longer then the spin relaxation time of the spin polarization perpendicular to plane [63].

Spin relaxation time of the spin coherence standing wave as a function of its period is depicted in Fig. 4(c). This dependence has a maximum exactly at \( a = 2\pi/\eta \). The data presented in Fig. 4(c) indicate that the spin relaxation time of the spin coherence standing wave is longer than the spin relaxation time of homogeneous spin polarization. At the maximum, the relaxation time is 6 times as large for the spin coherence standing wave as for the homogeneous spin polarization in the \( z \) direction. This increase of spin relaxation time can be explained by suppression of spin dephasing during diffusion in the \( x \) direction. It should be pointed out that the spin relaxation only due to the D’yakonov-Perel’ mechanism was suppressed. Other relaxation mechanism could be important. We can list the following possible relaxation mechanisms: Elliot-Yafet [64], Bir-Aronov-Pikus [65], relaxation due to fluctuations of the spin-orbit interaction [66], and relaxation by nuclear spins [67]. Another possible source of spin dephasing is a many body mechanism proposed by Wu [68]. However, the joint action of these mechanisms was not studied.

**B. Device simulation**

To study spin-polarized transport in a device structure the simulation model can be rather complicated including detailed models of scattering, multi-valley and multi-subband transport, electron-electron interactions, etc. Broad classes of spin-related phenomena, e.g., temperature and field effects on spin dynamics
FIG. 4: (a) Schematics of the spin coherence standing wave: direction of the spin polarization vector is indicated by the arrows. (b) Total polarization and polarization components of the spin coherence standing wave at $t = 5 \tau_p$, $a = 20.94L_p$ and $\eta L_p = 0.3$. (c) Dependence of the electron spin relaxation time on the spin coherence standing wave period. The straight line shows the spin relaxation time of homogeneous spin polarization in the same system. This plot was obtained using the parameter value $\eta L_p = 0.3$. 
[58, 59], spin noise [69], symmetry of spin scattering mechanisms [70], can be addressed using such a model. As an example, we consider here the problem of spin injection through a Schottky barrier at the metal/2D-semiconductor interface.

At the present time, electric spin injection from a ferromagnetic metal into a non-magnetic semiconductor through a tunneling barrier is most promising for device applications. It resolves conductivity mismatch problem [71] and allows spin injection at room temperature. Such a design has been utilized, for example, in Spin-LEDs [72].

In a simulation model the Schottky barrier profile can be calculated based on the electron concentration in a semiconductor with boundary conditions specified by the applied voltage [73]. Initially, electrons in semiconductor are non-polarized, while spin polarization of electrons in the metal contact is given. Spin-polarized electrons are transported into the semiconductor by two different mechanisms, thermionic emission and tunneling. Both mechanisms can be accounted for in the Monte Carlo model [74, 75]. Single-particle spin dynamics in semiconductor due to spin dependent interaction $H_S$ can be described using the density matrix,

$$\rho(t + \Delta t) = e^{-iH_S\Delta t/\hbar}\rho(t)e^{iH_S\Delta t/\hbar},$$

where $\Delta t$ is the sampling time or the time interval between two scattering events. Additional spin scattering can be included during the momentum scattering events. Injected spin-polarized electrons represent only a small fraction of electrons in the semiconductor part. In this case it is better to use two types of representative particles in a Monte Carlo scheme [73]. Moreover, to study spin dynamics, statistical averaging should be carried out over one type of particles only (injected or persistently existing in the device channel). In [74, 75] we have utilized the current spin polarization

$$P^{J^\beta}_{\sigma_\alpha} = J^\beta_{\sigma_\alpha}/J_\beta,$$

where $J_\beta$ is a $\beta$ component of the current density, and the spin current density $J^\beta_{\sigma_\alpha}$ is defined as

$$J^\beta_{\sigma_\alpha} = \sum_i v^i_\beta Tr(\sigma_\alpha \rho_i).$$

This parameter naturally separates the injected spin-polarized electrons from the non-polarized background electrons. The simulations show that the electrons injected through the barrier are not thermalized. In that case, the drift-diffusion
model is hardly applicable and more sophisticated analytical approaches, like an energy transport model or hydrodynamic model [76] should be used.

In summary, in this short review we have discussed several models widely accepted for spin-polarized transport in semiconductor structures. These models provide a means for simulating spin-related processes with different levels of complexity and precision. Applications were illustrated on several examples.
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