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Abstract A complete understanding of the interaction between convection and the large-scale circulation in the tropics remains an outstanding problem. Although there is evidence that the vertical structure of convective heating has great influence in the large-scale response and that this structure also presents considerable geographical variations, more need to be done. One of the questions that are still unanswered is how the vertical structure of the convective heating, or, similarly, of vertical velocity, varies across the tropical Pacific. Here it is suggested that some light can be shed on this debate by considering stable water isotopes. Because these tend to be progressively less abundant with increasing height, precipitation associated with top heavy profiles should be expected to be more depleted than that associated with bottom heavy profiles. This claim is verified with a variety of data: first, using observations from IAEA/WMO Global Network of Isotopes in Precipitation stations; then, using a simple model based on the budget of water isotopes in precipitation; finally, using a more complex isotope-enabled general circulation model. Evidence provided by these sources confirms that different structures of vertical velocities are associated with different isotopic abundances, with top heavy profiles giving rise to more depleted rainfall. Finally, the data from over the Pacific, although scarce, seem to suggest that precipitation in the eastern part is more enriched than in the western, thus hinting at velocity profiles over the East being more bottom heavy than over the West Pacific.

1. Introduction

How the vertical structure of convective heating varies across the tropics is an important aspect of the large-scale circulation that remains debated. Among the first to highlight the importance of the heating’s vertical structure, Houze [1982] showed that the net heating produced by mature cloud clusters was more confined and peaked at a greater altitude than the profile associated with a single, isolated convective plume; following that, Hartmann et al. [1984] demonstrated that using the former heating profile in a simple atmospheric model [Hendon and Hartmann, 1982] gave rise to a significantly more realistic Walker Circulation than was previously obtained with the latter.

Few decades after these studies, it also became clear that the vertical structure also presented considerable geographic variability. Analyzing the first two Empirical Orthogonal Functions of the divergent circulation over the tropics, Trenberth et al. [2000] showed that together with the first mode, which is associated with the traditional Hadley- or Walker-like overturning circulations and that can account for 60% of the variance across all seasons, another mode was present that could account for 20% of the variance. This mode was associated with low-level convergence below 800 hPa and a reverse flow at 700 hPa and seemed to be a particularly important component of the overturning circulation in the tropical eastern Pacific and the Atlantic. Although these conclusions had been drawn purely using reanalysis data, they were partially supported by Zhang et al. [2004] who, using observations from different sources, showed the existence of a meridional shallow circulation in the tropical eastern Pacific. Another piece of evidence to support the idea that this area of the tropics had a different vertical structure than the more top heavy profile that was usually assumed, and which is more commonly seen in the western part of the Pacific, came from Back and Bretherton [2006]. Using three independent reanalysis data sets, their work suggested that the export of Moist Static Energy by vertical and horizontal convergence varies geographically over the tropical Pacific and that this variation is due to differences in the shape of the vertical velocity profile: top heavy in the western Pacific, with mean horizontal
convergence extending up to 300 hPa, and bottom heavy in the eastern part of the basin, with convergence up to 800 hPa and divergence above.

Interestingly, the results briefly discussed above are antithetical to the findings presented in Schumacher and Kraucunas [2004], where estimates of vertical profiles of latent heating obtained by the precipitation radar (PR) on board the Tropical Rainfall Measuring Mission (TRMM) [Simpson et al., 1988; Liu et al., 2012] were used to force an idealized version of the Community Climate Model, version 3 (CCM3). The dynamical response provided by the model showed that, indeed, the large-scale vertical velocities showed appreciable geographic differences, but, nonetheless, the profiles of ascent in areas such as the eastern Pacific tended to be top heavy. These findings were recently supported by Huaman and Takahashi [2016], using a combination of TRMM PR data and in situ observations from the Eastern Pacific Investigation of Climate (EPIC2001) [Cronin et al., 2002; Raymond et al., 2004] campaign.

Choosing which side to support in this debate might prove tricky, mainly because the methods used in both cases are not entirely free from criticism. For instance, it could be argued, as Huaman and Takahashi [2016] did, that reanalysis products do not fully capture the structure of the Intertropical Convergence Zone (ITCZ) [Hastenrath, 2002] or also that reanalyses are known to be affected by potential biases and errors in the radiosonde and satellite data that are used as input [Mears and Wentz, 2005; Santer et al., 1999, 2005; Sherwood et al., 2005; Mitas and Clement, 2006].

On the observational side, Back and Bretherton [2006] pointed out that Schumacher and Kraucunas [2004] assumed idealized latent heating profiles that were geographically invariant for their analysis, thus considering only variability associated with differences in the stratiform rain fraction. The results presented by Schumacher and Kraucunas [2004] are not very dissimilar to those obtained with other techniques [Liu et al., 2015], though, which could suggest that the assumption of geographical invariance of the idealized latent heating profiles may have not been a critical one. Another potential concern using TRMM PR data, as Schumacher and Kraucunas [2004] and Liu et al. [2015] did, is that the satellite has a minimum detectable signal of approximately 17 dBZ [see, e.g., Schumacher and Kraucunas, 2004; Lebsock and L’Ecuyer, 2011; Liu et al., 2015], which hinders its ability to observe weak precipitation as well as nonprecipitating shallow clouds.

To this debate, the presented summary of which we do not hope to be fully exhaustive, we would like to contribute with a novel approach, using a methodology based on stable water isotopes in precipitation. The use of these kinds of techniques to gain a better understanding of atmospheric convection and of the hydrological cycle dates back to Dansgaard [1953, 1964], and has been used by many in the following years [see, e.g., Gedzelman and Lawrence, 1982; White and Gedzelman, 1984; Jouzel and Merlivat, 1984; Kaye, 1987; Gedzelman and Arnold, 1994; Lee et al., 2007; Bony et al., 2008; Risi et al., 2008; Blossey et al., 2010; Kurita et al., 2011; Moore et al., 2014, 2016].

Recently, stable water isotopes were employed in a number of interesting studies. Bailey et al. [2015] used them to diagnose convective precipitation efficiency and, through it, discriminate between different circulation patterns. Aggarwal et al. [2016] used stable water isotopes to distinguish intense and spatially limited convective rain from widespread, more gentle stratiform rain.

In a similar spirit to the above cited work, here we are interested in answering the following question: can stable water isotopes be used to distinguish top heavy from bottom heavy profiles of large-scale vertical velocity? The basic idea behind the work that we will describe in the rest of the manuscript relies on a budget perspective of precipitation. Let us consider an atmospheric column and assume, for the moment, that we can neglect horizontal advection. Then, in steady state, the amount of water reaching the surface as precipitation is simply given by the water that is evaporated from the surface plus the water vapor that is converged vertically [Moore et al., 2014]. Because the profiles of stable water isotopes are monotonically decreasing with height, for equal surface evaporation rates, different profiles of vertical velocity should be reflected in different isotopic abundances in the precipitation: more top heavy profiles, which converge water vapor over a much deeper layer than bottom heavy profiles, should result in much more depleted rain. In the following, we will develop this idea a bit further, carefully testing the assumptions made and its limitations, and we will apply it to the regions over the tropical oceans.
2. Methods
2.1. Data
In this work, we will use data from a variety of sources. First and foremost, we will consider monthly averages of isotope abundances from the IAEA/WMO Global Network of Isotopes in Precipitation (GNIP) database [see, e.g., Schotter et al., 1996; Aggarwal et al., 2007]. Whereas this network of stations was initially created in 1958 with the goal of detecting atmospheric fallout from nuclear tests, since the 1970s it has been converted to support hydrological studies. Out of all the GNIP stations, we have selected those on islands or near the coasts, having latitude between 15°N and 15°S and at an elevation no greater than 100 m to avoid orographic effects. For reasons that will be clear in the next paragraph, we have further selected only the stations that were active between 1958 and 2002. A full list of the stations used and their main properties is given, in alphabetical order, in Table 1. The stations are also indicated by violet dots on the map shown in Figure 1.

As we will explain in the next subsection, in this manuscript we will classify the monthly isotope abundances according to the average bottom heaviness and magnitude of the profiles of large-scale velocity for each station. Because the GNIP data set does not provide enough information for this kind of grouping, we will consider data from the European Center for Medium-Range Weather Forecasts 40 year reanalysis (ERA-40) data set [Simmons and Gibson, 2000]. Notice that the reanalysis spans a time period between September 1957 and August 2002, thus matching the temporal window we are using to sample GNIP data. From the reanalysis, we will use the monthly averages of pressure velocity, water vapor specific humidity, absolute temperature and the surface latent heat fluxes.

Finally, in order to check the results obtained from observational data, we will use two numerical models. The first one is the isotope-enabled System for Atmospheric Modeling [Khairoutdinov and Randall, 2003], version 6.8.2, that we will refer to as IsoSAM. The model solves the anelastic equations of motion and uses liquid water static energy, and the mass mixing ratios of various microphysical species, depending on the microphysics scheme used, as thermodynamic prognostic variables. The equations are solved with doubly periodic boundary conditions in the horizontal directions. A prognostic turbulent kinetic energy 1.5-order closure scheme is used to parameterize subgrid scale effects. The surface fluxes are computed using the Monin-Obukhov similarity theory.

We will use the Lin microphysics scheme, a single-moment scheme that incorporates mass mixing ratios of water vapor, cloud liquid water, cloud ice, rain, snow, and graupel [Lin et al., 1983; Blossey et al., 2010]. IsoSAM contains the heavy water isotopologues, HDO and H$_{18}^2$O, which are subject to the same transformation processes as the lighter isotopologue, H$_{16}^2$O. For details on how fractionation is incorporated in the model, we refer the reader to the Appendix B of Blossey et al. [2010].

We run the model using the same configuration as in Moore et al. [2014]: we set the sea surface temperature (SST) at 301.15 K and run the model for 120 days on a domain that measures 128 × 128 km$^2$, and 64 vertical levels reaching an altitude of 32 km, using a stretched grid. The horizontal resolution is 2 km and the temporal resolution is 30 s. We run the model without imposing the weak temperature gradient approximation or prescribing any large-scale vertical velocity. In this work, we will be interested in the average vertical profiles of the stable water isotopes, which we diagnose directly from IsoSAM considering the last 40 days of simulation.

The beauty in the simplicity of using IsoSAM has to be paid with some limitations: the contribution of horizontal advection cannot really be accounted for. In order to achieve this, we consider an isotope-enabled version of the Community Atmospheric Model, version 5 [Neale et al., 2010], or CAM5, the atmospheric component of the NCAR Community Earth System Model [Hurrell et al., 2013]. We will refer to this model as iCAM5 [Konecky et al., 2014; Nusbaumer et al., 2014; Nusbaumer, 2016].

The model runs using a finite-volume dynamical core, and with a horizontal resolution of 1.9 latitudinal and 2.5 longitudinal degrees. In the vertical direction, it has 30 layers that go from the surface to a pressure height of 3 hPa with a stretched grid. At the surface, the model is coupled with iCLM4 and iCICE4, respectively an isotope-enabled land and sea ice models. Initial conditions and forcings for all the components are the same as those described in O’Brien et al. [2016]. The isotopic composition of water vapor evaporated from the ocean surface is assumed constant in time and with a spatial distribution given by the data set of LeGrande and Schmidt [2006]. We spun up the iCAM5 for 1 year then collected data every 6 h of model time for the following 10 years.
### Table 1. List of GNIP Stations Used in This Manuscript Complete With Their Main Properties

<table>
<thead>
<tr>
<th>WMO Code</th>
<th>Location</th>
<th>Latitude (°N)</th>
<th>Longitude (°E)</th>
<th>Altitude (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4860300</td>
<td>Alor Setar</td>
<td>6.2</td>
<td>100.4</td>
<td>5</td>
</tr>
<tr>
<td>9176200</td>
<td>Apia</td>
<td>−13.8</td>
<td>188.2</td>
<td>2</td>
</tr>
<tr>
<td>6190000</td>
<td>Ascension Island</td>
<td>−7.9</td>
<td>345.6</td>
<td>15</td>
</tr>
<tr>
<td>7895400</td>
<td>Barbados (Seawell Airport)</td>
<td>13.1</td>
<td>300.5</td>
<td>50</td>
</tr>
<tr>
<td>8002800</td>
<td>Barranquilla</td>
<td>10.9</td>
<td>285.2</td>
<td>14</td>
</tr>
<tr>
<td>4343600</td>
<td>Batticaloa</td>
<td>7.8</td>
<td>81.8</td>
<td>5</td>
</tr>
<tr>
<td>8219101</td>
<td>Belem Piracicaba</td>
<td>−1.5</td>
<td>311.5</td>
<td>24</td>
</tr>
<tr>
<td>9170000</td>
<td>Canton Island</td>
<td>−2.8</td>
<td>188.2</td>
<td>2</td>
</tr>
<tr>
<td>9149000</td>
<td>Christmas Island</td>
<td>2.0</td>
<td>202.5</td>
<td>3</td>
</tr>
<tr>
<td>4346600</td>
<td>Colombo</td>
<td>6.9</td>
<td>79.9</td>
<td>7</td>
</tr>
<tr>
<td>9412000</td>
<td>Darwin</td>
<td>−12.4</td>
<td>130.9</td>
<td>26</td>
</tr>
<tr>
<td>6196700</td>
<td>Diego Garcia Island</td>
<td>−7.3</td>
<td>72.4</td>
<td>1</td>
</tr>
<tr>
<td>8401800</td>
<td>Esmeraldas</td>
<td>1.0</td>
<td>280.4</td>
<td>30</td>
</tr>
<tr>
<td>8239700</td>
<td>Fortaleza</td>
<td>−3.8</td>
<td>321.4</td>
<td>27</td>
</tr>
<tr>
<td>7877201</td>
<td>Golfito</td>
<td>8.7</td>
<td>276.8</td>
<td>15</td>
</tr>
<tr>
<td>4349700</td>
<td>Hambantota</td>
<td>6.1</td>
<td>81.1</td>
<td>20</td>
</tr>
<tr>
<td>7876002</td>
<td>Herradura</td>
<td>9.7</td>
<td>275.4</td>
<td>3</td>
</tr>
<tr>
<td>7880600</td>
<td>Howard Air Force Base</td>
<td>8.9</td>
<td>280.4</td>
<td>13</td>
</tr>
<tr>
<td>9674500</td>
<td>Jakarta</td>
<td>−6.2</td>
<td>106.8</td>
<td>8</td>
</tr>
<tr>
<td>9769800</td>
<td>Jayapura</td>
<td>−2.5</td>
<td>140.7</td>
<td>3</td>
</tr>
<tr>
<td>4855000</td>
<td>Ko Samui</td>
<td>9.5</td>
<td>100.1</td>
<td>7</td>
</tr>
<tr>
<td>4846000</td>
<td>Ko Sichang</td>
<td>13.2</td>
<td>100.8</td>
<td>26</td>
</tr>
<tr>
<td>4861500</td>
<td>Kota Bahru</td>
<td>6.2</td>
<td>102.3</td>
<td>7</td>
</tr>
<tr>
<td>4331400</td>
<td>Kozhikode</td>
<td>11.2</td>
<td>75.8</td>
<td>20</td>
</tr>
<tr>
<td>4861800</td>
<td>Kuala Terengganu</td>
<td>5.4</td>
<td>103.1</td>
<td>10</td>
</tr>
<tr>
<td>4860000</td>
<td>Langkawi</td>
<td>6.3</td>
<td>99.7</td>
<td>31</td>
</tr>
<tr>
<td>8424800</td>
<td>Machala</td>
<td>−3.2</td>
<td>280</td>
<td>6</td>
</tr>
<tr>
<td>9401400</td>
<td>Madang</td>
<td>−5.2</td>
<td>145.8</td>
<td>4</td>
</tr>
<tr>
<td>7875502</td>
<td>Nosara</td>
<td>10.0</td>
<td>274.3</td>
<td>15</td>
</tr>
<tr>
<td>4864702</td>
<td>Olak Lempit</td>
<td>2.8</td>
<td>101.6</td>
<td>13</td>
</tr>
<tr>
<td>7877200</td>
<td>Palmar Sur</td>
<td>9.0</td>
<td>276.5</td>
<td>16</td>
</tr>
<tr>
<td>7876000</td>
<td>Puntarenas</td>
<td>10.0</td>
<td>275.2</td>
<td>3</td>
</tr>
<tr>
<td>8322900</td>
<td>Salvador</td>
<td>−13</td>
<td>321.5</td>
<td>45</td>
</tr>
<tr>
<td>9161000</td>
<td>Tarawa</td>
<td>1.3</td>
<td>172.9</td>
<td>4</td>
</tr>
<tr>
<td>9674502</td>
<td>Tongkol</td>
<td>−6.1</td>
<td>106.8</td>
<td>10</td>
</tr>
<tr>
<td>9133400</td>
<td>Truk</td>
<td>7.5</td>
<td>151.9</td>
<td>2</td>
</tr>
<tr>
<td>4346601</td>
<td>Wellampitiya</td>
<td>7.0</td>
<td>79.9</td>
<td>5</td>
</tr>
<tr>
<td>9141300</td>
<td>Yap</td>
<td>9.5</td>
<td>138.1</td>
<td>23</td>
</tr>
</tbody>
</table>

**Figure 1.** Portion of projected world map showing the GNIP stations used in this study. The orange and the blue rectangles encircle what we define in this manuscript as West (15°N–15°S; 120°E–180°E) and East Pacific (15°N–15°S; 180°E–240°E), respectively.
2.2. Tools and Definitions

Before looking at the results, we must decide how the data will be presented to answer the question outlined in section 1. The main quantity that we will be interested in is the abundance of heavy isotopes in precipitation. For simplicity, we will concentrate on deuterium, $^2$H or D, but a similar analysis with $^{18}$O could also be carried out leading to similar conclusions.

Following the standard convention, we will measure the abundance of deuterium with the following formula:

$$\delta D = \left( \frac{R_{\text{sample}}}{R_{\text{VSMOW}}} - 1 \right) \cdot 1000\text{‰}, \quad (1)$$

where $R_{\text{sample}}$ is the ratio of deuterium to the common, stable isotope of hydrogen — sometimes called protium — in the sampled considered, and $R_{\text{VSMOW}}$ is the same ratio but for a reference sample with the isotopic composition of the Vienna standard mean ocean water.

Given the question that we are interested in, we want to be able to group measures of deuterium abundance in the rain according to the shape of the vertical velocity associated with a particular precipitation rate. For this reason, we define a bottom-heaviness index, $p_\omega$, as the pressure velocity-weighted average pressure:

$$p_\omega = \frac{1}{N} \int_{p_s}^{p_t} p \omega \, dp, \quad (2)$$

where $N = \int_{p_s}^{p_t} \omega \, dp$ is a normalization factor and the integrals are taken from the surface pressure, $p_s$, up to the pressure at the top of the troposphere, $p_t$. Notice that, as mentioned in section 1, the data from the GNIP stations that we are planning to use do not contain information about the pressure velocity profiles for each month of observed isotopes abundances. In order to obviate this problem, we will consider profiles from ERA-40 reanalysis.

In grouping the isotope abundances, there is another variable that we have to take into account. In fact, it is well acknowledged that, especially in the tropics, the isotopic composition of rainfall is susceptible to the so-called amount effect [see, e.g., Dansgaard, 1964; Rozanski et al., 1993; Bony et al., 2008; Risi et al., 2008; Moore et al., 2014]: larger rainfall rates tend to give rise to more depleted precipitation than smaller rates do. Therefore, the precipitation rate has to be properly accounted for when arranging the data. Because we want to be as consistent as possible with the reanalysis data that we are using to provide the measure of the velocity’s bottom heaviness described above, the most straightforward approach here would probably be to use the precipitation rates in the reanalysis. However, it is well known that these quantities are particularly problematic [see, e.g., Bosilovich et al., 2008] and should not, in general, be completely trusted. Thus, we choose to use another index, that we will call $C/E$, given by the ratio between the water vapor that is vertically converged and that which is evaporated from the surface through latent heat fluxes:

$$C/E = - \frac{1}{\rho_w u'_v' \mathbf{v}} \int_{p_s}^{p_t} q' v' \frac{\partial \omega}{\partial p} \, dp \cdot g. \quad (3)$$

where $\rho_w$ is the density of liquid water, and $u'_v' \mathbf{v}$ represents the turbulent water vapor fluxes at the surface. Notice that, if one considers the budget of water vapor in a column of atmosphere, vertical convergence and surface evaporation are not enough to compute precipitation rates: horizontal advection should also be accounted for. Nevertheless, we found that including horizontal advection in our analysis by using $P/E$ as a variable did not change our conclusions. Throughout this manuscript, we will group data in $C/E$ bins of size 1, and, for simplicity, we will refer to each bin by the initial value of the interval it covers. For example, when we will refer to profiles with $C/E$ equal to 2, the reader should understand all the profiles with a ratio between 2 and 3. Just to provide some physical intuition, this ratio corresponds roughly to a rain rate of 8–10 mm d$^{-1}$.

Before continuing, we want to verify that our definitions lead to a sensible classification of the data. In particular, we need to check that pressure velocity profiles with higher $p_\omega$ correspond to profiles that are more bottom heavy than those with a smaller $p_\omega$. Figure 2 (left) shows a collection of pressure velocities with different values of $p_\omega$ for a $C/E$ equal to 2. Each profile is the average of profiles within the same $p_\omega$ bin measuring 25 hPa, taken over all the oceanic grid boxes with latitude between 15°N and 15°S and for all the duration of the reanalysis data set. The colors indicate increasingly higher values of $p_\omega$ with the darkest blue corresponding to a value of 400 hPa, and the brightest yellow corresponding to 800 hPa. Figure 2 (right) shows the density
of profiles as a function of $p_\omega$. Notice that 95% of all the profiles has a $p_\omega$ between 350 and 650 hPa. That this should not be surprising could be understood with a very simple model. Let us approximate the shape of a generic pressure velocity profile by a piecewise linear function. Let us also assume that the function vanishes at the pressure top and surface, indicated, respectively, $p_t$ and $p_s$, and that its minimum value is attained at pressure height $p_h$ and equal to $\Omega$. The only linear function that obeys these constraints is given by

$$
\omega(p) = \begin{cases} 
\Omega \frac{p - p_h}{p_t - p_h} & \text{if } p < p_h \\
\Omega \frac{p_t - p}{p_t - p_s} & \text{if } p \geq p_h
\end{cases}
$$

(4)

With the definition given in equation (2) and a little bit of algebra, it is easy to prove that

$$
p_\omega = \frac{1}{2} \left( \frac{p_t^2 - \frac{1}{2} (p_t^2 + p_s^2)}{p_h - \frac{1}{2} (p_t + p_s)} \right).
$$

(5)

By construction, the smallest and the greatest values for $p_\omega$ can be achieved when $p_h = p_s$ and $p_h = p_t$, respectively. If, for simplicity, we assume that $p_t$ equals 1000 hPa and $p_s$ is 0 hPa, then $p_\omega$ is constrained to lie within the range of 333.3 and 666.6 hPa. Notice that Figure 2 (right) suggests the presence of vertical profiles with $p_\omega$ beyond the derived bounds. This apparent contradiction can be explained by reminding the reader that we obtained the bounds by assuming the profiles to be piecewise linear. Figure 2 (left) should show convincingly enough that this approximation does not hold in reality, and, therefore, the bounds should be taken more as guiding lines for where most of the profiles should be found.

Another interesting thing to examine is the spatial variability of $p_\omega$, as this will give us some idea on which areas in the tropics should be expected to have a more bottom heavy profile, at least according to the reanalysis. In order to do this, we consider the ERA-40 data set, examine the grid boxes over the ocean with latitude between 15°N and 15°S, and simply average together the $p_\omega$ associated with vertical velocity profiles whose ratio of vertically converged over evaporated water vapor is in the same bin. The results for $C/E = 2$ can be seen in Figure 3. One of the first features that jumps to the eye is the large area over the eastern Pacific with average pressure velocity profiles that are much more bottom heavy than the western part of the basin. This is consistent with Figure 4 of Back and Bretherton [2006], which shows average pressure velocity profiles derived from the same reanalysis data as the one used here for two areas in the tropical Pacific for different precipitation rates. There also does seem to be some consistency with Figures 5 and 6 presented in Trenberth et al. [2000], particularly with respect to the eastern part of both the Pacific and the Atlantic Ocean, and the southern part of the Indian Ocean. Finally, notice that the white areas in the southern tropical Atlantic and southeastern tropical Pacific contain missing values, meaning that for no month in the 40 year span of the data set does vertical convergence of water vapor ever become particularly strong. On the other hand,
Figure 3. Spatial distribution of \( p_\omega \) averaged over all the values obtained from all pressure velocities having \( C/E = 2 \) in grid boxes over the tropical oceans. This should not be too surprising: comparison with Trenberth et al. [2000], for example, suggests these are typically areas of large-scale descent.

3. Results
3.1. The GNIP Data

In order to present the data obtained from the GNIP stations, we consider all the measurements and bin them according to their associated \( p_\omega \) and \( C/E \) ratio, introduced in the previous section, with bin sizes 25 hPa and 1, respectively. Then, we average together values in the same bin and plot the results in Figure 4 (left); Figure 4 (right) shows the number of measurements for each \((p_\omega, C/E)\) couplet.

Although the data are rather noisy, there seem to be two messages emerging from this plot. The first is, as expected from Lee et al. [2007] and Moore et al. [2014], that precipitation becomes progressively more depleted for increasing \( C/E \) ratio. Remembering that this variable is directly related to the precipitation rate, this is simply a restatement of the widely acknowledged amount effect. The second lesson that emerges is that, for a fixed value of \( C/E \), precipitation becomes more depleted for decreasing \( p_\omega \) or, otherwise stated, for progressively more top heavy velocity profiles. As we mentioned in section 1, the vertical profile of HDO tends to be monotonically decreasing with height. Because a top heavy profile converges air from a deeper atmospheric layer, the water vapor itself will on average be more depleted than if the air were converged from a shallower layer near the surface.

One way to check whether we are being deceived by our eyes and no significant trends are actually there in Figure 4 is to fit the data with a linear model of the type:

\[
\delta D \sim \delta D_0 + a_1(C/E) + a_2(p_\omega) + \epsilon.
\]  

The choice of using a linear model is mostly dictated by the desire for simplicity: a priori, there is no reason to believe that \( \delta D \) should scale linearly either with \( p_\omega \) or \( C/E \). This could certainly be a hazardous assumption if we were trying to exactly quantify this dependence. However, since we are only testing the consistency of our

Figure 4. (left) Average \( \delta D \) for various \( p_\omega \) and \( C/E \) obtained from the GNIP data; (right) number of measurements used to compute the averages shown in the other panel.
claims, we believe that a linear model like the one shown above will be sufficient. Through a linear regression on the GNIP data, we estimate that $\delta D_0$ equals $-40.33\%$, $a_1$ is $-1.29\%$, and $a_2$ is equal to $2.96 \cdot 10^{-2}$ hPa$^{-1}$.

To assess the significance of these coefficients, we create 10,000 bootstrap samples from the original dataset, repeat the linear fit for each of them, and create a probability distribution function for each coefficient. Notice that the linear regressions are weighted using the standard deviation of $\delta D_0$ computed from the bootstrap samples. The results of this procedure are shown in Figure 5, with the thick vertical bars representing the values for the original GNIP data. Using the width of the distribution as a measure of the uncertainty associated with each coefficient, our results suggest that the trends we spotted in Figure 4 are robust.

### 3.2. A Consistency Check With IsoSAM

Another way to verify that precipitation associated with bottom-heavy velocity profiles is less depleted than that with more top-heavy profiles is by using IsoSAM, the isotope-enabled cloud-resolving model introduced in section 2. The idea that we want to pursue is that, if we assume a budget perspective, neglecting horizontal advection for a moment, the amount of water vapor or any heavy water isotope in precipitation is given by the sum of the contribution from surface evaporation and that from the vertical convergence $\left[\text{Moore et al.}, 2014\right]$.

There follows that the ratio of deuterium to the lighter water isotope in the rain at the surface is given by:

$$R_{\text{sample}} = \frac{C_D}{C_H} + \frac{E_D}{E_H},$$

where $E_x$ are the evaporation fluxes and $C_x = \int q_x \frac{\partial \omega}{\partial p} dp$ is the amount of precipitation of a certain isotope given by vertical convergence. We can now compute this ratio—and, therefore, the deuterium abundance—explicitly by using the pressure velocities given by the reanalysis and extracting the vertical profiles of water vapor and HDO specific humidities, along with their surface evaporative fluxes, from IsoSAM. The results of this procedure are shown in Figure 6.

There are two features worth being discussed now. First of all, the two trends that were highlighted in the previous section looking at the GNIP data are clearly visible, also thanks to the smoothness of the results. For example, if we consider the profiles with $C/E$ equal to 2, the range of $\delta D$ spans an interval of roughly $60\%$.

The second thing that we want to note is that, for any value of $C/E$ or $p_\omega$, precipitation seems more depleted than what we saw with the GNIP data set. This is not surprising if we consider the vertical profile of $\delta D$ in IsoSAM, represented by the blue curve in Figure 7. We believe that this is not due to any error on our part, especially given that, as the other curves in the figure suggest, other studies that have used numerical models $\left[\text{Bony et al.}, 2008; \text{Kurita et al.}, 2011\right]$ have also observed very depleted water vapor at all heights. Rather, as also noted by Bony et al. $\left[2008\right]$, we suggest that the very depleted precipitation in IsoSAM is the result of neglecting horizontal advection: in fact, the latter could potentially provide a significant inflow of air that,
not having experienced any effects due to condensation or evaporation of water, is more enriched and which could, in turn, result in less depleted precipitation.

3.3. A Comparison With ICAM5

The main advantage of IsoSAM is its simplicity: simulating an isolated column of atmosphere in radiative-convective equilibrium allows us to study convective processes at relatively fine resolution without the interference of the large-scale. In this case, however, the lack of interaction with the surroundings might have biased low our estimate for the $\delta D$ of precipitation. Furthermore, the profiles of vertical velocity used in

Figure 6. Same as in Figure 4 (left) but estimating $\delta D$ of precipitation using IsoSAM and neglecting horizontal advection.

Figure 7. Comparison between the vertical $\delta D$ profile diagnosed from IsoSAM and those given by Bony et al. [2008] in their Figure 6 (black lines) and Kurita et al. [2011] in their Figure 8 (green line).
Figure 6 are not really derived from IsoSAM itself, but are taken from the ERA-40 reanalysis. To assess the role of horizontal advection and to have a self-consistent analysis, we turn our attention to iCAM5.

First of all, to ensure that the variables that we have used so far are still effective, we want to look at pressure velocities for different values of $p_\omega$. Figure 8 is constructed much in the same way as Figure 2, but using data from iCAM5, instead. The top heavy profiles are fairly similar in the two cases, although the pressure height where the minimum $\omega$ occurs for iCAM5 profiles is approximately 100 hPa lower than the reanalysis; the more bottom heavy profiles (in orange and yellow colors) are slightly less negative and present a divergence that extends toward greater altitudes than did the profiles from the reanalysis. This having been said, we should note that the differences are fairly small, which gives confidence on the applicability of the metrics used so far on the iCAM5 data.

Then, we essentially repeat the same analysis we have carried out on the GNIP data, but using the surface values of precipitation and pressure velocities from the model. Also, because we do not have to limit ourselves to some specific locations, we will sample all the grid boxes over the ocean and in a latitudinal band between 15°N and 15°S. Figure 9 (left) shows the values of $\delta D$ in surface rainfall diagnosed from the model as a function of $p_\omega$ and $C/E$, whereas Figure 9 (right) shows values of $\delta D$ estimated assuming precipitation is given by the sum of the condensate derived from vertical convergence and surface evaporation. The figures suggest that the model confirms our previous finding that rainfall for a given $C/E$ ratio becomes more depleted with

**Figure 8.** Same as in Figure 2 but using pressure velocities derived from iCAM5.

**Figure 9.** (left) Same as in Figure 4 (left) but using pressure velocity and $\delta D$ in precipitation from iCAM5; (right) values of $\delta D$ computed using equation (7), without taking horizontal advection into account.
progressively more top heavy pressure velocity profiles. Interestingly, the dependence of $\delta D$ on $p_w$ seems much stronger compared to that with respect to $C/E$.

Figure 9 (right) also suggests that the bias observed in Figure 6 is likely to be attributed to neglecting horizontal advection. Finally, notice also that comparing the two panels with Figures 4 and 6, respectively, one can see a good agreement, not only for the trends in both directions of the plots but also on the range of variations of $\delta D$, which are almost the same as those observed with GNIP data.

4. Discussion

In the previous section, we have presented, from the observations and the models, some evidence that, for a given precipitation rate, bottom heavy vertical velocity profiles tend to give rise to more enriched precipitation than the top heavy ones. Given this result and the premise discussed in section 1, one cannot help but wonder whether stable water isotopes could be used to infer something about the large-scale convective environment in the tropical Pacific Ocean. We will approach this task using the data from the GNIP network of stations.

To begin with, we consider the initial list of stations and we sample those in the Pacific Ocean that are far from continental areas. We further divide the stations into two regions, east and west, using the 180°E meridian as the dividing line. Although this is a rather arbitrary choice, we believe that it is not tremendously out of place, particularly given the speculative nature of this analysis. In order to have a clear visualization of these areas, we invite the reader to look at Figure 1. With the choices made, we are left with the following stations: Darwin, Jayapura, Madang, Tarawa, Truk, and Yap in the west; and Apia, Canton Island, and Christmas Island in the east. The number is certainly not sufficient to draw robust conclusions, but we deem it satisfactory for the present discussion.

For every station, we collect all the monthly means of $\delta D$ in precipitation and the associated precipitation rate. To prevent the noise from complicating the reading of the results, we have grouped data into five categories according to the precipitation rate: 0–5, 5–10, 10–15, 15–20, and 20–25 mm day$^{-1}$. Within each category, we compute the average $\delta D$ for the two different parts of the basin and the associated errors. The results are presented in Figure 10.

Results for each part of the ocean considered separately are just the manifestation of the well-known amount effect. The values of $\delta D$ for precipitation rates higher than 20 mm d$^{-1}$ in the western area are actually more enriched than those for lower precipitation rates. A closer look at the data suggests that, for high rain rates, most of the values come from the GNIP station at Darwin, situated in the Northern Territory of Australia. Precipitation sampled in this place seems actually less depleted than that in other stations in the West Pacific for all values of precipitation rate. Comparing Darwin’s geographical location with that of other stations we are considering, we cannot exclude that the presence of a vast land surface near the station could bias the isotopic composition of rainfall. Moreover, for rain rates higher than 20 mm d$^{-1}$, there are only 19 measurements in the west and three in the East Pacific, numbers that are roughly an order of magnitude smaller than those for lower rain rates. Results in this interval should, therefore, be taken with caution.

In spite of the behavior at the highest rain rates, the comparison between the values relative to the west and the East Pacific suggests that, indeed, precipitation tends to be more depleted in the former area. Considered under the light of the results presented in the previous section, this could be interpreted as evidence supporting the presence of more bottom heavy velocity profiles in the East Pacific compared to the west.

Because we have argued and showed in the previous sections that horizontal advection also has an effect on the deuterium abundance of precipitation, there is the possibility that the differences we are observing in Figure 10 between West and East Pacific could be ascribed entirely to differences in horizontal advection between the two parts of the basin. In order to check whether this is the case, we consider again the output from iCMAM5. First, as illustrated in Figure 1, we divide the Pacific Ocean into two rectangles: 15°N–15°S and 120°E–180°E for the west, and 15°N–15°S and 180°E–240°E for the east. Trying different other choices for these domains, we verified that our conclusions are not sensitive to the precise definition employed here.

The leftmost panel of Figure 11 shows the $\delta D$ in precipitation diagnosed from iCMAM5 binned with the same criteria and the same color choices as Figure 10: at a qualitative level, the comparison between the two figures
Figure 10. Average deuterium abundance in precipitation for different intervals of monthly averaged precipitation rates as diagnosed entirely using data from GNIP stations. The orange bars refer to results in the West Pacific, the blue ones to those in the East.

is satisfactory. The second panel from the left in Figure 11 represents $\delta D_{rec}$, the deuterium abundance of rain estimated through the following budget calculation:

\[ \delta D_{rec} = \left( \frac{C_D + A_D + E_D}{C_H + A_H + E_H} - 1 \right) \times 1000, \] (8)

where $C_D$, $A_D$, and $E_D$ are, respectively, the mass fraction of deuterium in precipitation due to vertical convergence, horizontal advection, and surface evaporation, and $C_H$, $A_H$, and $E_H$ are the same for water vapor. At a qualitative level, the comparison between the two leftmost panels of Figure 11 is satisfactory. Having established this, we can try and assess the importance of horizontal and vertical advection in determining the different isotopic composition of rain in the two parts of the basin. In order to do this, we recomputed $\delta D_{rec}$ as indicated by equation (8), but replacing $A_D$, $E_D$, $A_H$, and $E_H$ with their average values computed over both rectangles considered here. The results, shown in the third panel from the left in Figure 11, suggest that, in spite of some differences in the absolute values of $\delta D_{rec}$, precipitation in the western part of the Pacific remains more depleted than in the eastern part. Next, we computed $\delta D_{rec}$ again, this time substituting $C_D$ and $C_H$ with their average values over the two regions of the ocean. The results are represented in the rightmost panel of Figure 11.

Figure 11. From left to right, $\delta D$ in precipitation in Western (orange) and Eastern (blue) Pacific diagnosed from iCAM5; $\delta D_{rec}$ reconstructed using equation (8); $\delta D_{rec}$ obtained assuming uniform horizontal advection and surface evaporation across the tropical Pacific; $\delta D_{rec}$ obtained assuming uniform vertical advection in the West and East Pacific.
of Figure 11, and they show that assuming vertical advection to be uniform across the Pacific has a great impact on the isotopic composition of precipitation, making rain in the east even more depleted than the West Pacific. Although this result was obtained from a numerical model, it nevertheless strengthens our conclusion that the differences observed in Figure 10 are mainly to be ascribed to the profiles of vertical velocity being different in the two regions of the tropical Pacific.

Finally, we want to stress again that we do not intend Figure 10 to be taken as the final evidence, the so-called smoking gun, that would put an end to the debate partially reconstructed in section 1. In fact, we recognize that the data that we are using in this section is rather scarce to draw definitive conclusions regarding convection over the Pacific Ocean. Rather, we present this both as a consistency check with the idea of a more bottom heavy vertical velocity in the East compared to the West Pacific and, most importantly, as a preview of the extent to which stable water isotopes could help in understanding convection over the tropical oceans if sufficient data were available.

5. Conclusions

In this manuscript, we have considered the study of convection over the tropical oceans, proposing the use of stable water isotopes to distinguish between different shapes of large-scale vertical velocity: because the vertical profile of the abundance of heavy isotopes tends to be decreasing with height, precipitation generated by convergence of water vapor over a deeper atmospheric layer should be more depleted than it would be if convergence were over a much shallower layer.

To substantiate this thesis, we have first defined two indices: one, given by the ratio of vertically converged over surface evaporated water vapor, $C/E$, that measures the intensity of convection; the other index is a measure of bottom heaviness of vertical velocity profiles and is defined as the pressure velocity-weighted average pressure, $p_{\text{avo}}$. With these metrics, we have used a combination of data from GNIP stations and ERA-40 reanalysis to group monthly means of observed $\delta D$ in precipitation according to the indices defined above. Although noisy, the results show that, for a given value of $C/E$, precipitation tends to be more depleted when it is associated with more top heavy velocity profiles.

In order to support the validity of these results, we have then provided a number of checks. To begin with, we have verified the significance of the dependence of $\delta D$ on $C/E$ and $p_{\text{avo}}$, first by creating 10,000 bootstrap samples from the original data set, and then by doing a bilinear interpolation on each of them. The distribution of coefficients thus obtained shows that the claimed dependence of $\delta D$ is significant.

Then, we provided a consistency check using a simple model for the isotopic abundance that neglects the contribution from horizontal advection. From a budget perspective, this amounts to saying that precipitation is given by the sum of vertically converged water vapor and the water vapor obtained through surface latent heat fluxes. Using the isotope data derived from IsoSAM and the vertical velocity profiles from ERA-40 reanalysis, we showed that bottom heavy profiles were again associated with more enriched precipitation for a given $C/E$ ratio.

The results from IsoSAM, however, presented a large bias compared to the GNIP data. In order to inspect whether this bias could be ascribed to horizontal advection, we considered a more complex approach and analyzed data from iCAM5, an isotope-enabled GCM. Sampling all the grid points over the tropical oceans and repeating similar analyses to the ones carried out above confirmed the findings implied by the GNIP data set and also that the bias between those and IsoSAM is essentially due to neglecting horizontal advection.

Finally, we speculated on how the results from this manuscript could be used to understand the character of vertical velocity profiles over the tropical Pacific. We sampled a subgroup of GNIP stations, choosing only those in the Pacific Ocean and far from continental areas. We separated the ocean in two regions, west and east, and for every station in each region, we recorded monthly averages of precipitation rates and $\delta D$ in precipitation. Comparing the abundances of deuterium for a given rain rate across the two areas of the basin shows that precipitation in the West Pacific tends to be more depleted than in the east, except at the highest rain rates. In the light of the main results of this work, we interpret this as a consequence of vertical velocity profiles being more bottom heavy in the latter region. However, we caution the reader against taking this conclusion as carved in stone, particularly as the GNIP stations in the area we have defined as East Pacific do not sample the Intertropical Convergence Zone (ITCZ) — where the majority of deep convection takes place — very well in that part of the basin. For example, the northernmost station in the eastern Pacific is on Christmas Island,
approximately 2° north of the equator. The position of this island suggests that the station samples the ITCZ during spring but that it is too far south during other seasons. Finally, although the scarcity of GNIP data does not allow for a definitive answer, we wish our speculations to motivate the improvement of stable water isotope measurements in the East Pacific, and to inspire further work to place more stringent constraints on large-scale velocity profiles over that area of the globe.
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